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Cutting Through The Al Hype Cycle: A Survey
of the Current State, Industry Headwinds, and
Next Steps in Transaction Monitoring
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The Challenge Today

Notwithstanding all the buzz, as an industry, we have
yet to fully adopt the next generation technologies.
We continue to rely on legacy TM solutions that
everyone knows are inefficient and largely ineffective.*

*Through no fault of the vendors providing these solutions.
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“Building an AI/ML model to reduce
TM false positives is like building a
model to find hay in a haystack.”

- Anonymous
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“Traditional Al systems are primarily used to analyze data
and make predictions, while generative Al goes a step
further by creating new data similar to its training data.”

Artificial
Intelligence

Instead of explicit programming, machine learning
uses algorithms to analyze large amounts of data,
learn from the insights, and then make informed
decisions, e.qg., risk triaging and/or auto-closing TM
alerts.

Generative Al refers to deep-learning models that
generates high-quality text, images, and other
content based on the data the models were trained
on, e.qg., drafting TM investigation narratives.
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Use Cases
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ML-Based TM System

Traditional  transaction  monitoring
scenarios are ‘features” that are
passed to ML algorithms that combine
it with other relevant data to produce
fewer, high(er) value alerts.

* Scenarios Replaced by ML
algorithms

* Pros: Reduced Alert Volumes,
Increased Coverage*

* Cons: Explainability, “Unknown
Unknowns”
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ML-Based TM Overlay

ML algorithms risk rate alerts from
rule-based TM systems. Low quality
alerts are auto-closed based on
their similarity to past alert

investigation results.

¢ Al model auto closes alerts
from rule-based TM system

* Pros: Reduced Investigation
LOE; Alert Risk Triaging

* Cons: Alert Volumes;
Explainability

Gen Al Copilot

Gen Al model consolidates relevant
information and create  draft
investigation and SAR narratives
based on previous investigation

results.

* Al consolidates risk data and
creates investigation narrative

* Pros: Reduced Investigation
LOE, Consistency, Human-in-
the-Loop

* Cons: Computational Bias

ML TM & Gen Al Copilot

Utilize an  ML-driven  transaction
monitoring system and then leverage a
Gen Al copilot to consolidate information

and generate alert & SAR narratives.

Al consolidates risk data and
creates investigation narrative

Pros: Reduced alert volumes &
investigation times, Increased
Coverage*; Consistency

Cons: Explainability, “Unknown
Unknowns”, Computational Bias
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Al Solutions Offer Clear Benefits

Ability to scale core
operations while
reducing compliance

Increased accuracy,
velocity, and quality
of investigations and

costs. reports.
A y %
Sustainable Improved
Operations Outputs
T™w
LU
Adoption Healthier
Readiness Culture

) 4 h 4

Enablement of cloud
solutions and future-
proofing compliance
operations.

Enabling compliance
staff to focus on
high-value activities.

MLTM System &

Legacy TM System ML Overlay Gen Al Copilot

Copilot

Total Number of TM
Alerts 10000 10000 10000 7000
Auto-Closed Alerts - 3000 - -
Net Alerts 10000 7000 10000 7000
Level 1 Investigation
Time 45min 45min 25min 25min
TM Adjudication
Level of Effort (hrs) 7500 5250 4125 2925
Approx Resource
Count 47 33 26 18
Level 1 Investigation
Costs ($30/hr) $225,000 $157,500 $123,750 $87,750
Cost Savings $0 ($67,500) ($101,250) ($137,250)
Net Savings 30% 43% 55%

$250,000

$200,000

Level 1 Investigation Costs ($30/hr)

$150,000
$100,000

$50,000 I
$0

Legacy TM System ML Overlay Gen Al Copilot MLTM System &
Copilot

Lvl 1 Investigation Resource Count

LT system & copitot |

Gen Al Copilat
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The Regulatory Nudge...

03

December 2018

Joint Statement on
Innovative Efforts to
Combat Money
Laundering and Terrorist
Financing

01

January 2021

AMLA stated purpose “to
evaluate and responsibly
implement innovative
approaches to meet
BSA/AML compliance
obligations,.”

12

April 2021

Interagency Statement on
Model Risk Management

for Bank Systems
Supporting BSA/AML
Compliance and RFI

June 2024

Proposed FINCEN rule
permitting “consideration
and evaluation of
innovative approaches” to
meet BSA

obligations.”

compliance
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Eve ryo n e’S ta | ki n g a b O u t Chart 21: Areas where respondents reported their most advanced ML applications
Al solutions but few are
jumping in yet...

1007

Sanctions & KYC Primary Al . o 4 s
T AML Use Cases TOday Number of use cases
Believe Their Practical Al Use Cases
Large, Tier One Banks Within AML Compliance Program
; Leading the Way in TM
Space
@ Hesitancy to auto close. But...

Focus is on improving % O%
investigative efficiency 40 2

Would Consider Auto Alert Use or Plan to Deploy Al Solutions
Closure with QA/QC Controls Within Next Year
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Chart 17: 47% of respondents said there are regulations that constrain ML

deployment

(]
A | H e l WI ' I f m Small constraint
=S et Lack of clarity of existing
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. . regulation
Most Challenges are Not Technical in Nature .
; ‘ u!aic;ry‘ fr'axwwé‘wxork I
Lack of alignment with g
other regulations or L\.
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0% 25% S50% 75%

Percentage of respondents

Legacy Systems

Chart 16: Legacy systems remain the highest perceived constraint to ML
deployment

Lack of Data / Data Quality

Legacy systems

Difficulty integrating ML into business processes

ML is not top priority

Reg u Iato ry Constra i nts Insufficient talent/skills
Lack of access to data

Institutional appetite/company culture

Al Not a Priority (Including Board Buy In) LHCk D e puinaiy

Poor data quality within firm

) 4
—
Data privacy regulation R 2
g
»

Shortcomings in data governance processes

L 4
Lack of data standards S
\ 4

Lack of appropriate governance and monitoring

Model Risk Management

Other regulations (not Bank or FCA) @

None Small Medium Large
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The cost of the computational power required to train the most

powerful Al systems has doubled every nine months T h e D a t a S i | O p r O b | e m

Cost of computational power required to train frontier Al systems

Cost At the current rate of growth, the computational
$1B power required to train the most powerful Al
systems may soon cost over a billion dollars “...many firms now understand that their silos must be
100M GPT-4 -
P13 I T overcome _to generate _holistic _views across multiple
10M 1758 . o
AlphaGo (dagne *leese systems...The bottom line: current conventional capabilities
™ Ze.ro 5 OPT-.‘I 7.58. o
L ° . . .
. * . A - have become inadequate and outdated, leaving companies
100K o® L ®e
[ ]
®e ° Extrapolation o ) . . .
10K « ° - vulnerable to significant risk while also making the idea of
PY [
1K _ next-generation AML compliance seem overwhelming. ”
Publication date

2016 2018 2020 2022 2024 2026 .
- International Banker, Oct 2021

Cost includes amortized hardware acquisition and energy consumption. Red shaded area indicates 95% confidence
prediction interval.

Chart: Will Henshall for TIME + Source: Epoch Al - Get the data * Created with Datawrapper

® Internally developed Al models most ® Regulatory expectation to breakdown
impacted by legacy infrastructure data siloes whether using Al or not

® Moving to cloud big step in leveraging ® Al models require feature rich data
NextGen vendor solutions models to maximize effectiveness
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Al Models Require

Holistic Views

Constant Features show similar/single values in all the observations in the

dataset. These features provide no information that allows ML models to predict
the target.

Cust1
Cust2
Cust3
Cust4
Cust5
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Cust Type & Risk Rating are Constant Features in this Example

AcctType | Trans Type |/ Risk Rating \| Jurisdiction| Volume Value SAR
Individual Retail Wire High us 100000 200000 Y
Individual | |Business Wire High UK 150000 300000 N
Individual | |Business Cash High CA 500000 1000000 Y
Individual Crypto Bitcoin High MX 25000 50000 N
Individual Crypto Bitcoin High us 75000 150000 N

Low Feature Models are not

Predictive

Feature Rich Models Reveal
Hidden Relationships

<

Current Data Systems are
Federated, Not Consolidated
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In 1950 Claude Shannon made Theseus, a maze-solving mouse that used a bank of relays for its brain.
Comprised of telephone circuits, it's one of the first examples of machine learning. Theseus’s rudimentary
data model is akin to the most complex of modern-day, rule-based transaction monitoring systems:

Theseus at the MIT Museum

Number of Parameters

Complex

Rute-gased |, <>

System

B oo I o
Typical

e sesed . R 25

TM System

. .
Courtesy MIT Museum
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Datapoints used to train notable artificial intelligence systems
Each domain has a specific data point unit; for example, for vision it is images, for language it is words, and for
games it is timesteps. This means systems can only be compared directly within the same domain. GPT-4

Jul 2, 1950 to Jul 29, 2024

Training dataset size

. -
MaximumTdata 49tillion  © mar15, 2023

1 trillion

1 trillion
388.96 billion
33 billion
42 billion
10 billion 10 billion
460 million
i) 633 million
g 100 m||||0n ;'vo:tt.::e\ﬂden Recommendation
% 53.36 million Jul 2, 1950 to Jul 29, 2024
.:'_'“ Training dataset size
© 10 billion @ sep 26,2010
oo
{ ol o1ge
= 1 million
T 500,000
'_
10,000
256
100~
%0
Theseus
g i 17500 29,2024 55  Dec27,1978  Sep4,1992  May 14,2006  Jan 21,2020
Training dataset size
T 40 ’ © Jul 2, 1950 Publication date
Data source: Epoch (2024) OurWorldinData.org/artificial-intelligence | CC BY
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MORE
FEATURES =
MORE HIDDEN
PATTERNS

Al Models Have a Voracious

Appetite for Data

-
More Data Equals  |__]  Fewer Data Siloes result
Better Outcomes 00  in more Features
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Perceived Regulatory
Constraints

IF YOU SHOW YOUR WORK AND UNDERSTAND YOUR MODELS YOU’LL BE FINE

relevant elements

Legacy Platforms

Al/ML Solutions

o) 0
m Predeterr!'lined, m Tra.ined.on N ®
[ T | Confusion Matrix
v LA AL I e ae o L
ooo ooog IJ' | IJ' | IJ' | IJ' Actually Actually true positives false positives
[ I | 1 I | Positive (1) | Negative (0)
¥ ¥ 3 Predicted True False
Deterministic Outcomes Probabilistic Qutcomes pOSitiVE (1) POSItIVES POSItIVES
(TPs) (FPs)
A Alert A P(Alert) = 85%
B Alert | B P(Alert) = 85% Predicte - Fals.e Trug
CandD No Alert CandD P(Alert) = 15% Negative Negatives Nggatives
(FNs) (TNs)

Type 2 Errors

Everyone talks about their false
positives. Few programs

understand their false negatives.

QOutcome Focus

Logic testing is less important. Al
model outcomes should be tested

relative to historical outcomes.

selected elements
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MRM Teams Are Better Equipped to
Evaluate Al Models than Legacy Rule-
Based TM Systems...

Current TM Systems Are SME Driven
Rules with no Statistical Underpinning

Al models are statistical in nature and
conform to well established
mathematical principles
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4 Things You Can Do Tomorrow

@ Consolidate AML Data ® Technology Sandbox
Data lake or data repository storing Conduct POCs and POVs in testing
just AML related data, i.e., KYC, TM, environment to prove feasibility

CRR, and Adverse Media

[ [ ] | d

@ Use Case Inventory ® "Grip & Rip It!”

MAKING A REAL
DIFFERENCE 15

TH'S WAY! within TM process ripe for and deploy model for
digital transformation specific task(s)

Enumerate use cases Take bottom-up approach

Adoption Approaches

Create Al management
frameworks, board-level
reporting, and educational
collateral

Apply Al to relevant use-

Bottom-Up cases, collect feedback, and
propagate findings

Top-Down

/-
ovons Sta_v
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Thank You
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